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Qutline

« Who am | and what do | do?

o Current FIS data acquisition systems (hardware and software)
 Intfro to EPICS (Experimental Physics and Industrial Control System)
o Current FIS control system & automation software

o Current developments at FTIS (automation)

o Considerations for STS conftrol system & scientific software

e Plans for STS data acquisition and automation

* Plans for STS computing & networking

e Plans for STS control system interfaces to scientific software
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Who am | and what do | do¢

e Since 2002 | have been involved in developing control system software,
mostly at EPICS based sites.

e Joined SNS in 2013 in the Instrument Control & Data Acquisition group.

e Joined STS Iin 2020, responsible for the Intfegrated Conftrol System for
Instrument Systems:

- Data acquisition electronics & software

— Control system hardware & software

— Control system automation and experimental user interfaces

- Compute systems, networking & data storage (for technical systems & data analysis)
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Current FIS/HFIR Data Acquisition

Custom in-house electronics to digitize detected neutron events and/or
metadata and timestamp them using the SNS timing system signal.
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Data Acquisition Software (‘DAQ Box' expanded)
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EPICS (Experimental Physics & Industrial Control System)

* Framework for developing highly distributed conftrol & data acquisition systems.
o Built in support for many kinds of hardware devices (and easy to develop new support).

« Client/Server model. The logic resides in the servers, and the clients act as an interface to
the servers.

* The clients and servers communicate using protocol called Channel Access (CA) or
PVAccess (PVA).

o Servers are written in C/C++ or Python and have a small memory footprint. The servers
run on Linux, Windows, MacQOS, VxWorks, RTEMS & more. Various hardware platforms.

« Clients tend to be C/C++, Java or Python based (graphical or scripts, or anything that
can talk CA or PVA).

» Extensive worldwide collaboration for 35 years.

 The SNS accelerator has an EPICS control system since before 2007, and during 2012-
2019 we converted all the SNS Instruments to EPICS, and about half of HFIR beamlines,

with a lot of success.
%g{XK RIDGE

ional Laboratory




ADARA (Accelerating Data Acquisition, Reduction, and Analysis)

This is currently in use on all SNS and some HFIR Instruments, and we will reuse it for STS.

Applications & network protocol for streaming neutron events:

 SMS (Streaming Management Service)

— Receive detector data (pixel ID, Time Of Flight) & other fast event data from EPICS
detector software.

— Receive metadata packets from the PVSD service (motor positions, sample
environment data).

e PVSD (PV Streaming Daemon)
— Monitor EPICS PV (channel access) and send updates to SMS

o STC (Streaming Translation Client)

- Receive the aggregated data stream from SMS and write into NeXus file. Notify the
analysis software so data reduction can start.
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Conftrol System Hardware, Servers, Clients
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Typical instrument user intferface using CS-Studio

File Applications Window Help

ale~||B =8

File Browser | BL4A 2D Display 4 State - No Electric Field X Table Scan X Slits S2 X
5% | v|[a[v][=]~ 100% |v|[a[~|[=»]~ 100% |v|[<[~][=]~
Overall Counts - Off Off Overall Counts - On Off Table: DAStest.csv " -Real Motors 3

( Courns ZETOR]  Coumes § ‘ { Couns SRITNE]  Comus 3 Title SeqTotal  SeqNum  Lambda  SampleX SampleAn.. DANGLE  SIHWidth  S2HWidth  S3HWic Motor BLAA:Mot.LSlit2 Motor BLAA: MotRSIit2
XY otfott - x1v on ot DataRuns 2 1 5.35 -6.39958  0.460000 1371295  0.816080  0.829867  0.297317 el Slit2 left blade Sit2 right blade

® [} =D P 2 5.35 1287102  3.025498 2283430  2.322007  0.831907

g g ek 10 ad @® 76603mm  sTOP ® 220mm sToP

- Sinuae - -7.6639 mm + - -2.2605mm +
Tweak 0.5000 mm More Tweak 0.5000 mm More

Run-Save Config

Run per Wait'
Motor BL4A:Mot:BSlit2 Motor BL4A:Mot:TSlit2

Repeat: 1 slit2 bottom blade slit2 top blade
I q b I e s C q n @® osulemm sToP @® 184%amm [sToP
Submit
- -9.5114 mm + - 18.5002 mm +
Show macros Tweak 3.0000 mm More Tweak 0.0160 mm More
Autoscale Yes v Sig 10203 Oels Detail Show devices
pull Add Device

/[ (0@

Shuttar:

- Device Control

Scan Monitor X

O» || 00| @
ID v Created Name State % Runtime Finish Command Error
13793 05-2321:54  Data 4/ Abort . BN 01:56:44 08:19:36 -end- Aborted =
13792 052321:54  Data 3/ Finished - OK | [ SEER 04:11:36  06:22:52 -end-
13791 05-2321:53  Data 2/ Finished - OK | SEER 02:05:41 02:11:16 -end-
13790 05-2219:55  Data 4/ Finished - OK | 4 SR 04:10:10 00:05:34 - end-
13789 05-2219:55  Data 3/ Finished - OK | SEER 04:06:14 05-2319... -end- °
30 4 50 0 70 80 50 100 13788 052219:55  Data 2/ Finished - OK | [ SEEB 02:11:06 05-2315... -end-
o 13787 05-2219:55  Datal/4  Finished - OK | SEER 01:16:58 0523 13... -end- s C a n S e rve r M o n Iio r
fuoscale (Yesumy  Sa [asos’ [oels Det Auoscle (el S [TasetT [Hoea Dol 13786 05-2219:55  Data 4/ Finished - OK [ | (WEEEB 06:45:13 05-2312... -end-
Min 0.10 Cursor X (TOF) 55 /| Show Sig Min 0.10 Cursor X (TOF) 16 /| Show sig
ouwsory xovey [Ti06T (6 snowskg cwsory xovey [N @ snowsso 13785 05-2219:55  Data 3/ Finished - OK | SR 06:07:38 0523 05... - end -
13784 05-2219:55 Data 2/ Finished - OK | @R 02:05:40 05-2223... -end-
[ ™8 13783 05-2219:55  Data1/4  Finished - OK | SR 01:02:59 05-2221... -end-
; 13782 05-2219:55  /home/con... S BN 00:24:13  05-2220... -end- Aborted
h 13781 05-2214:49  Data 4/ . oms 05-22 16...
o 10 20 30 4 'S0 s 70 80 S0 ° 0 10 20 30 40 50 60 70 80 90 1378005:2214:49 [ Data’3/ L] VS 5 A
Time Of Flight (ms) Time Of Flight (ms) 13779 05-2214:49  Data 2/ > oms 05-22 16..
Fo! RIEEY [0k Dot Fo! EEl moss Deaal 13778 05-2214:49  Data 1/4 . oms 05221
13777 052214:49  Data 4/ . oms 05-22 16...
13776 05-22 14:49 Data 3/ w 0ms 05-22 16... v
< > < >

mkp
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Variety of visualization plots ...

@ Linear | Detail Data Rate Mode
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Q (UAngstrom) £87 IR RRRINY ¥y SN K N L 2 L L v b
g e’ T |,V ; ¥ ]
[] autoscale Min 0 CalcQE  Enabled 2= I N U i | s ] e ¢o r
PID 25441, bank 25,tube 7,loc_pid 98, TwoTheta 32.7675203835 degrees,Phi -28.5158374623 —_— Max 200 — - o b, TVl EERR ] | -4 d , q
degrees. Detail [SE=% T T T T O e S S T B B B [ N B V| Group 3
TOF Min 1200 TOF Min 0:200 » S S S A S R i S S
wind Viawscae | protes | | e ————_— 5 537 R T R T A A B ™ PR
TOF Range CE0R L0t 2D ROIBTO DRI ok TOF Range CRE00 E ] T T T O S T S S S S E B S P
3
B 7521 OOV U O O 1 O
™ ™ Total Total +/- Rat M M M Total Total +/- Rat
" e ¢ i o " o e : o e 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 M| Group 6

Group 1 (7 deg)

Sign: 5210 102,544 7998467, 2828.156 Oels Signal 0 0.03! 0 4.472 Oels q_Space
Backgroun lZg n G; 27468 ﬂ q ‘ m U n y § 9539 oels Start Size Min Max Total
54 : 0.054 0.000 0100  0.100 49900 49900 0 4 148 Detail

- Data Collection - QIE Axes & ROI Position Details Group 2 (15 deg) 0.100 0.100 49900  49.900 0 1293 17090 | Detail
Total Counts 11167268 Oels ROI Start ROI Size Start End Bin Size GTOUp 3 (31 deg) 0.100 0.100 Xl
Q Signal 0.518 1.146 Q Axis 0.0000 6.9698 0.0348
Proton Charge 5.1565253E0 C ) Group 4 (67 deg) 0.100 0.100 I 7 G q
Beam Power 23179 Watts E Signal -29.815 13333 E Axis  -20.0000 20.0000 0.2000 |
Data CoilacinStats o Q Background 2.305 1.153 Group 5 (122 deg) 0.100 0.100 49900  49.900 5225 105924 | Detail
Data Collection Pause ~ Not Paused E Background SEZS00RSNY Ei720 Group 6 (154 deg) 0.100 0.100 49900  49.900 22639 Detail

« The visualization aims to be as efficient as possible and pre-compute what we can.

« Can deal with several million events/s for complex plots (like Q/E) or 10-20Me/s for simple
detector coverage, TOF, d-space, efc.

« Some beamlines are running up against CPU limits though.

» Investigating more multi-threaded solutions and/or GPU use.

« Eventually expect to be limited by what computing we can afford.
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Example of an experiment specific user interface (CG1D Imaging)
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Instrument S

Software Status

Run Information
Scan Status Aborted

Scan Alarm No Alarm
Images Acquired 7
Scan Progress

Est. Finish Time 2019-09-12 11:25:25.052

Images Progress
—Motors
Setpoint Actual
Rotation (Scan)  0.68 deg o68deg @
Lift Table 39.995mm  39.995mm (@)
ShortAxis 83000mm 83181 mm (@)
Long Axis 185007mm  185007mm (@

)
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Slide Max
200 400 600 800 1000 1200 1400 1600 1800 2000 10000

X

Temperature -59.8C
Temperature Alarm No Alarm
Alarm Control Enabled v |
— Proposal Infor

Proposal IPTS # 11084
Proposal Title sSCMOS detector testing

Team Members 1LW;ENTROPYLOU;H2B;
(XCAMS/UCAMS) HV5;1ID;J35;WNJ

 Last File Name & Status

/data/IPTS-11084/raw/ct_scans/Sep12/20190912_TestFile_0001_001_560_7116.tiff
Write OK

Board

—User M

2019-08-30 10:15:03 LineLoglOC Started
2019-08-20 17:57:28 Line Log cleared

— Action Log (Newest Message At The Top)

1. Proposal/Camera/SE Device | 2. Align Sample | 3. Collect Data
Select Sample & Set File Name
Current Sample NO sample Switch Sample |
File name ‘Fest?ie
Sub Folder Name Sepl2 (optional)

Align Sample Using the Saved File

[data/IPTS-20444/rawfalignment_calibration/20180919_aperture_8mm.csv (%)

Go to tab 2 to manually align a sample.
y slion ki Align Using File

Collect Sample Data

—=>== Configyre &
submit{scan

Collect Data

Rotation Step Size 026

Number of Images per Step 1

Exposure Time 1.00 sec 1

Collect Open Beam Data

i Move Sample Away

If move manually: please follow the
shutter operation procedure.

Collect Open Beam Data

Number of Images io

Aborting all scans and stopping motors.

Submitted Scan. Scan ID: 336

Setting folder to /data/IPTS-11084/raw/ct_scans/Sep12
Aborting all scans and stopping motors.

Submitted Scan. Scan ID: 335

Setting folder to /data/IPTS-11084/raw/ct_scans/Sep12
Aborting all scans and stopping motors.

Submitted Scan. Scan ID: 334

Setting folder to /data/IPTS-11084/raw/ct_scans/Sep12
Saved alignment in 20190912 _TestFile_alignment_RotSmall_10:19:28.csv
Setting folder to /data/IPTS-11084/raw/alignment_calibration

Aborting all scans and stopping motors.

Aborting all scans and stopping motors.

Action History

Collect Dark Field Data (Optional)

Please follow the shutter operation

procedure to close the shutter first. Collect Dark Field Data

Number of Images 10

Stop Motors and Scans Augxilary Settings



Variety of EPICS Client Applications

Control System CS-Studio Scan (Automation) Client Side
Studio (CS-Studio) Applications Scripts (Automation)

T Vanacate, =80 mov, hgh . T=5K R 25033

v T g T from epics import caget, caput

‘ | # Read a PV.
{; value = caget('motor_x')

o A These use ihe # Write a channel.
= SNS ‘chn # Usually best to wait for completion.

PN L T Y 0 L caput('motor_x', 8, wait=True)

Server’

H H
Noquesed —
o @
rm——— S mok @ Ny .
Check e
Resticton: iy < [ Fomen o e
Postion: NaN Wit NaN Mol e
oo N e
e GGG v SEOOOI s | e
File Browser | BL12 2D Detector Plot (4x4 Binned) = BL12 Waterfall (All Modules) 1-D = BL12 Waterfall (All Modules) XY = Det LVPS = BL12 Sample Camera prosilica Table Scan  [EdiffTable Scan = Table Scan X

W g " & .

Table: ; Z0Br2_sm_
Title Notes phi omega  RampStart RampEnd RampRate RampSoak RampRun  Wait For r Time —
ZnBr2_sm_8 29.014017... -67.196669 BL12DetP.
ZnBr2_sm_9 -101.69057... 73.812821.. BL12DetP..
ZnBr2_sm_10 29.014017... -67.196669... BL12DetP..
ZnBr2_sm_11 125.40000... -49.048894... BL12:DetP.. Sinvlete
ZnBr2_sm_12 24.033214... 49.336184. BLI2DetP..
Run-Save Config
ZnBr2_sm_13 -125,53182... -16554306... BLI2DetP..
ZnBr2_sm_14 -62.300960... 68.842360... BL12:Det:P... Run per Wait
ZnBr2_sm_15 23.443470... 25.170151... BLI2DetP..
2ZnBr2_sm_16 120.33816... 60.159069... BL12:Det:P. Repeat:
' ZnBr2_sm_17 54.852347... -31.769107 BL12DetP. = S M

Motor 1 (A) Motor 2 (B) ZnBr2_sm_18 14181673.. 82164192 BL12:Det:P. e rv e r I e

ZnBr2_sm_19 -33.273866... 36.630566... BL12DetP..
. -44.997 deg sToP . -135.000 deg SToP ZnBr2_sm_20 54.771108... -44.322878... BL12:DetP... o
-44.997 deg " - -135.000 deg " S S C rI 'I'S
Add Device
Tweak 45.000 deg More Tweak 45.000 deg More

Help

Motor SBO3:Mot:Optics1:M4 Motor SBO3:Mot:Optics1:M5

Motor 4 (D) Motor 5 (E)

from scantools.scripting import *
@ 134997deg sTOP @ 45.003deg sTOoP Scan Builder Set ( ” MotorZz i » 18.2 )

-134.997 deg + - -45.003deg + Scan Title  Scanning X Positive Submit Abort & Stop for x in 'Fr‘ange(@ . 5, 2.5 y 0. 1) .
Tweak 45000 deg More Tweak 45000 deg More Setup Scan Parameters Scan Status Set ( "BL12:Mot:x" 5 X)
Select Motor X - Stepsize 10 [ o

Run("Sample run z=18.2 x=%f" %x, wait_seconds=300)
Submit()

Start Position -1000 Delay 100s State Idle

End Position 1000 Percent Complate 0%
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How does the scan server work?e Client Side
(desktop)

 Clients can submit jobs (scans) to the o = e =
scan server. A job is a list of commands. SRR

« There is a ‘scan tools’ layer to ensure Vepwpn . B2 dmz mmr
consistency of behavior. == B = —

« Scans can be gueued up. o \ -

« Scans can be edited, paused or y
cancelled after submitting. [ Scan Tools (Python API) J

« Scansrun remotely on a server.

 Veryreliable (10 years of operation)  —=—==== \ ————— /L ————————

- Defined APl and Python client library. Server Side
« Mulfiple clients can see what is going on 4 ) (running on
via the ‘Scan Monitor’. Sean Server remote

- servers)
nnnnnnn = oo ' '
= [ IOCs (EPICS Servers) J
% OAK RIDGE Scan Monitor (panel in CS-Studio)




How does it all fit togethere

Manual Control

Automation

-
{ CS-Studio GUI }

CS-Studio Scan Applications
(Table Scan, Scripting, Experiment Specific)

N
Client-Side
Scripts

Y ~ _ J
Client Scan Tools (Python API)
————— e il el
Server > Scan Server

4

A

IOCs (EPICS Software Servers)

4

\ 4

A

Hardware
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Current Developments in Automation at FIS
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Considerations for STS

In ferms of the control system software and data acquisition systems we will
be focusing on saftistying the Instrument requirements, reliability and
compatibility with existing FIS system:s.

One of the STS global requirements is:
R10 - STS facility shall be designed fo maintain compatibility with the SNS Facility

Once completed the STS will transition back into the Neutron Sciences Directorate and will
be operated in conjunction with the SNS facility. Consequently, it is imperative that designs
of technical systems are compatible with the existing systems on the SNS facility. The STS
management team and technical managers liaise continuously with their SNS facility
counterparts and include them in design reviews fo ensure compatibility.

:> STS is not a green field site, and if we implement something new
then it must be something that FIS can adopt and something
that Neutron Sciences is able to eventually support.
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Plans for STS Controls & Data Acquisition

e Re-use existing FIS DAQ designs with possible hardware refresh.

— FTS has 15+ years of experience designing and building the data acquisition
electronics.

- As much as possible aim for common design across FTIS and STS.

e Plan to support the higher data rates that we will see at STS.
- Higher speed data acquisition networking links
— Parallel data acquisition streams
— Higher speed storage systems

o (Better) support for multimodal measurements so we can capture all kinds
of fast-metadata in parallel with neutron detector events.

e Continue use of SNS scan server and automation tools to be able to
support a variety of scan applications.

e EPICS/ADARA based control system and data acquisition using CS-Studio

geoAKCEISDJ@e main user inferface.
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Plans for STS Computing & Network

« New dedicated server room in STS Instrument Hall
— 18 racks for networking, compute and storage

— Higher density compute compared to FIS (to support GPU based systems)
- Expected to support the eventual 22 Instruments

* High speed network links to each Instrument (10 to 100 Gbit/s)

e Each Instrument will likely have:
— High speed networking within Instrument (10 to 40 Gbps)
— 1 or 2 dedicated compute racks, 1 networking rack
— GPU-based local analysis compute for Al/ML feedback
- Remote experiment and automation support (following FTIS experience)
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Plans for Control System / Scientific Software Interfaces

The control system & data acquisition system is expected to intferface to
the scientific software in the following ways:

« At the data storage systems (file formats, post-processing jobs, etc)

« To support Al/ML experiments (so an experiment can be driven by the
data analysis software, which would have to interface to EPICS)

These interfaces are still TBD but should follow developments on FIS or
be eventually compatible with FTS.
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Questions®e
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