154D (ChemMatCARS)
13-ID (GSECARS) = 19-ID: ISN (XSD)
121D (XS " In Situ Nanoprobe

11D (XSD) Z4

0-ID: HEXM (XSD)
High-Energy X-ray Microscope

94: CSSI (xsD)  / JI7

Coherent Surface Scatteri

Imaging O | e
// APS Upgrade Project || APS Upgrade Project
8-ID: XPCS (XSD) feature beamlines || enhanced/improved \
Xeray Photon Correlation /" (Operator in parens) || beamiines \
Spectroscopy I (Operator in parens) 259D (XSD)

741D (XSD)
26-ID (CNM/XSD)

DESIGN EXPERIENCES e e
UNDER APS UPGRADE

Spectroscopy

Ptycho (XSD)
PtychoProbe
\TOMIC and 3DMN (XSD)
Atomic and
3D Micro & Nano Diffraction

KEENAN LANG
(BEAMLINE CONTROLS)
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APS _U APS Today ) APS Upgrade

APS Light Source Improvements

(2]
o
o
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o
o

N
o
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" X-ray detector capabilities are constantly
improving: bigger frames, higher frame
rates => more raw data

" APS Upgrade: Higher brightness =>
more x-rays can be focused onto a

smaller area => more raw data in greater . 7 o o ﬁlﬂ -

detail and less time ey e APS double bend Iatt|ce

horizontal

" Typical APS-U detectors support ~MB ~ emittance
frames at ~kHz rates => GB/s data rates \>
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Data Deluge: Next Generation Detectors Have Higher Spatial Resolution

and More Photons Enable Faster Detector Operation




CANDIDATE APS-U DETECTOR DATA RATES

\ e Detectors
1 GB/s
SNEIGER 2X 1 air) Si o EIGER 2XE 16M (va —— 5 GB/s
—— 10 GB/s
EIGER 2X 9MNdTe EIGER 2XE 9M (vac) Si
° —— 50 GB/s
EIGER2 4Mhgi o LAMBDATS
10 IGER2 4M C EIGER 4M.IHWID\)I-\ oM
— o
23] LAMBDA 4M
s °
= i
o MBDA 2M Si RIGAKU 16M BUS'S]
& LAMEDA 2M High-
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n 2X ]S
] IGER 2X 1M Oule
o 0K high-Z
w (dTe RIGAKONM Bus Si
1 @ EIGER2 500K RIGAKU 4 s GaAs RIGAKU 4M Parallel Si
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BDA 250K High-Z
RIGAKU 1M
RIGAKU 1M s
o RIGAKU 1M Bus si o RIGAKU 1.5M Parallel si
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0.1
0.1 1 10 100 1000

Frame Rate [kHz]

New High Data Rate Detectors Necessitate Software and Hardware

Infrastructure Capable of Bridging Detectors, and Compute and Storage Resources
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SCALE OF THE CHALLENGE

Multiple Order-of-Magnitude Increase in Demand For Computing

Resources Over Next Decade
APS_U Era Estimated APS Data Generation Rates Per Year

1000

" ~68 beamlines

" 9 feature beamlines and many enhanced
beamlines -
Over the next decade the APS will
" Generate 100s of petabytes (PBs) of raw data  ©
e

PB

per year
" Require 10s of PFLOP/s of on-demand
. . . 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028
computing power for first pass data processing Fiscal Year
and reduction

Log Scale: Estimated data generation volumes per year at the APS.

For more information see the Data generation will drop temporarily due to the installation of new
APS Scientific Com IQ Utl n EI Strate El‘ / storage ring and beamline upgrades.
docu ment

, IE aboratory is a °
%) ENERGY 58S sumisioy 4 Argonne
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https://www.aps.anl.gov/sites/www.aps.anl.gov/files/APS-Uploads/XSD/XSD-Strategic-Plans/APSScientificComputingStrategy-2021-09-24-FINAL.pdf

GUIDING PHILOSOPHY

Solution will prefer existing APS and synchrotron light source community
tools and technologies, for example

- EPICS (including areaDetector and synApps)
— Bluesky

— APS Data Management System

- Globus

Entirely new developments will only be undertaken when necessary and no
suitable existing solutions are found.

We will deliver a working solution that is deployable at a facility-wide scale
that makes best use of existing resources and support mechanisms.
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REBUILDING THE BEAMLINE
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BEAMLINE HARDWARE

* Moving away from VME for anything new

* Focusing on networked based devices

-  Motors: ACS MP4U

-  Comms: Moxa Serial Terminals

- 1/0
* Labjack
* Measurement Computing
* TetrAMM

* SoftGlueZynq
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BEAMLINE SOFTWARE (I0CS)

* Al lOCs using or upgraded to synApps 6-3 built against base-7.0.8
-  https://github.com/EPICS-synApps/assemble_synApps

* EPICS v7 /PVA
—  For AreaDetectors, still primarily using CA

* Control scripts allowing remote start/stop/restart features
* Automatic iocConsole logs

* iocshLoad-enabled scripts for ease of loading support
iocshLoad ("ADGeniCam.iocsh", "PREFIX=8idaSoft:, INSTANCE=flagl,

CAM_TP=x.x.x.xX, MODEL=AVT_Alvium_G1-510m, XSIZE=2464, YSIZE=2064,

TYPE=UInt8")

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
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BEAMLINE SOFTWARE (Ul)

. Using CaQtDM (PSI) R ——
- will likely be moving to CSS-Phoebus in the future

* Takeaway: Use generation software for screens
— Phoebusgen (https://github.com/als-epics/phoebusgen)
— GESTALT (https://github.com/BCDA-APS/gestalt)

motor5x2.ui (on s8idbcda.xray.aps.anl.gov) o x|
Delta Y Det Nu X' Det (arm) Mu Y' Sample
sidesoftcra-Erma | Bidesoftcre-ELms | sidesoftcRe-Erms | Erm?
mm deg deg deg deg
13.649885 -12.000196 275.00273¢ 0.0001351¢ -0.004870C
[13.649970 [-12.00019920 [275.00268767 |o.0001183256 [-0.004942775

<|[6:350000  >|| | <I[1.00000001 >|| | <|[1.0000000i >|| | <|[1.0000000i >|| | <|[1.00000001 >|

Chi Z' Sample Phi Y' Sample Y-T-Sample Z-T-Sample X-T-Sample

BideSoft. CRE-ELm8 BideSoft:CRE-ELmS. BideSoft CR3-EL:m10 SideSoft.CRE-E1:m1l BideSoftCRE-E1:m15
deg deg mm mm mm
-1.500061C 0.0003965¢ 35.311105 0.854000 0.612845
[-1.500047307: [0.0003442504 [35.311020 [0.854140 [0.613425

<|[0.50000001 >|| | <|[¢0.0000001 >|| | <|[o.0s0000 >|| | <|[0.050000 =|| | <|[o.200000 |
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'VAnchor :HCenter
OxOxOx15
15
: 1.5 [ :
: "huttons" bel: file: ros: "P=8iddSoft:CR8-D1:,M=ml1"}
{ ] et een”, file: s: "P=8iddSoft: 1:,C=FLIR BFS5 PG

iddSo

: SBBC187
: 114x45
: —Liberation Sans Mono -Bold -9
: "ftitle:rl4s)}"

{label: "Base", file: "motor2xl",

"XBPM"
¥ BxA Loy
"optics" xorApps/epics/i

ly:0PS_Slice ]

8id.ui (on ssidbcda.xray.aps.anl.gov)

Beamline 8-ID September 14, 2024 11:53:13
I storage Ring I undulators B Beam Position Monitor I BLEPS
Shutier A:

Energy Horizontal Vertical Sl

KkeV. : mm Shutter E: ==

Shutter I:

keV

DAMM  XBPM Shutter Table  SLS - Huber Sample LDDP - Shuter  Table ; -9 Sample Win. Fiight
1 = Path

-~oHAl5_a I BI9EE <985S _90198 10 =
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Motors Scans Motors 1 Scans Calcs Motors VME Scans Calcs
Calcs Serial Motors 2 Serial /0 Motors Soft Serial /o
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BEAMLINE DATA PIPELINE
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DATA ACQUISITION - e

metadata
Video streaming

Once file write is

* Example Detectors: - gy

- R k 3' I | H SoftGlueZync "
Iga u E e zynq chip on d-tacqs [----- LOUE ool BookoliooglVer L. o o o orsoe o o >

(and MicroZeds)

* 3 megapixels, 2 bit @ 56,000hz
| =300 Gbps
-~ Lambda 2m

* 2 megapixels, 16 bit @ 2,000hz j
« ~50 Gbps ] - L\

mca view?

iew?
ISNPCO2 or Analysis2? workflow

* Fast detector computers receive GPFS links 1

- Write to shared file system e 1of ommwont | e
- Accessible by Computing Facility |

Blue: linux
Red: Windows

* Standardized on HDF5 file format

XRF maps on
Analysis2

- Flexible metadata structure et OBt

— Allows us to connect multiple pieces of data together using references
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DATA MANAGEMENT AND ANALYSIS

* Use Bluesky with Bluesky Queue Server to control experiments

* Integrates with APS Data Manager Workflow API
-  https://www.aps.anl.gov/Science/Scientific-Software/DataManagement
- JSON-based ' e

- Commands and execution flow
dm-gladier & python /clhome/BDP/DM/DEV/gladier/tomocupyGladierClient.py --f
that are run on remote computer on 0+ (7P<FlonkctionTDs 2",

— Queues time on polaris

vate dm-gladier &% python /clhome/BDP/DM/DEV/gladier/checkStatus.py --flowID $flow|

— Can be triggered manually or (ti1': "eigladierStatus® == "SUCOEEDED" or "Sgladierstatus" == "FATLED",
watch files/folders

5
'03-DONE’ g 4
"command': '/bin/echo "Job done"'

i
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IN DEVELOPMENT

* Updating more analysis programs to support PVA as input

- Using pvaPy as integration library (https://github.com/epics-base/pvaPy)

- Live data analysis

— Including streaming to and from our Computing Facility

* Interferometry Position Streaming and Association

last trigger

|:> Socket Serveﬂ :>

Trigger I:>

We're using the internal clock,
P could use external trigger with
(@DENERGY (IBRHEsM%  minimal development.

=)

Batches all readings since B Betah

Sets of positions can

PVA Served be matched to images

by trigger number.

Analysis
One image

PVA Plugin i
Or FileWriter
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