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● Overview of the EIC and RHIC 
● RHIC and EIC control system 
● Overview of ADO 
● Different approaches of the ADO-EPICS bridge 
● Bridge using pvAccess/pvxs 
● Pros and cons of different approaches 
● Challenges and outlook

Outline
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From RHIC to the EIC: Collider and Injectors

- Relativistic Heavy Ion Collider (RHIC) is the 
world's only polarized proton-proton collider
- RHIC will be replaced by a future Electron
Ion Collider (EIC) to study the QCD structure 
of matter
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From RHIC to the EIC: Collider and Injectors
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From RHIC to the EIC: Control System
● RHIC Blue and Yellow Rings and related eCooling system (CeC, LEReC) 

currently supports  ~70k Accelerator Device Objects (ADOs)
 

● Proprietary controls system interface with functionalities similar to EPICS
● Each ADO instance hosts several to > 1k number of I/O parameters, analogous 

to EPICS PV
● Additional interfaces via CDEV objects for services 
● Total control points currently, ~29.5M, approximately ~5M are parameter values 

that may be of interest for logging purposes

● Support for EIC will include
● The Hadron Storage Ring (HSR) will roughly be equivalent to RHIC Blue + 

Yellow Ring
●  New machines to be added for EIC: Electron Storage Ring (ESR), Rapid 

Cycling Synchrotron (RCS), eLinac and Strong Hadron Cooling (SHC)
● Total device types: ~60
● Total device instances: ~8000
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From RHIC to the EIC: Equipments

FEC Role Count / %

Instrumentation 350 / 39%

RF 200 / 21%

Power Supplies° 130 /14%

Timing System° 120 / 13%

Miscellaneous° 50 / 6%

MPS° 40 / 4%

Vacuum° 20 / 2%

Total Chassis, Estimated* 910
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Accelerator Device Object (ADO)-Based Control System 

ADO = C++ class or object representing
a device with parameters  
Manager = Server
Parameter = PV
FEC = Front-End Computer
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Why Do We Need ADO-EPICS Bridge?
●The Electron Ion Collider (EIC) plans to transition to EPICS for its control software 

infrastructure.

● The source and injectors will likely continue relying on ADO infrastructure

● ADO-EPICS bridge is needed to access source/injector data from EIC
●If ADO parameters can be made available as EPICS PVs, we can take advantage of 

the whole suite of EPICS client-side tools e.g.  display manager, channel finder, 
alarm service, archiver service etc.
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ADO-EPICS Bridge: Possible Approaches 

1) Server-side implementation
2) Client-side implementation
3) Intermediate server
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Accessing ADO Using pvAccess Protocol

●pvAccess is a (relatively) newer high-performance network communication protocol 
for EPICS.

●pvAccess is designed to support the structured data types of the EPICS7 
data exchange system called pvData.

● pvxs is modern C++ implementation of pvAccess protocol by Michael Davidsaver for 
EPICS7

● adoSrv is a PVAccess protocol server based on pvxs providing remote access to 
local ADOs developed by Michael Davidsaver (Osprey) for BNL CAD Controls.
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Components of pvAccess for ADO

● EPICS 7 Base
● pvxs

All essential libraries
● ado
● adoIf
● adoIfServer
● async
● cns
● cdev
…
…

● adoSrv 
● Target ADO’s library
● Modified server for the 

target ADO

 

                                                                                                                                 
● adoSrv implements a modified/overloaded version of pvxs::server::Source

EPICS Infrastructure      ADO Infrastructure pvAccess Binding for ADOs

●The end result is a server executable that exposes ADO parameters as PVs 
through the pvAccess protocol 
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Changes to ADO Server Code

● The usual ADO/server functionality remains the same
● ADO parameters are accessible as PVs through the pvAccess protocol

● It starts a pvxs server
● Creates an instance of the modified version 

of pvxs::server::Source (i.e. ADOSource).
● ADOSource populates a list of PVs 

corresponding to all ADO parameters.
● Subscribes to asynchronous callback
● Performs pv2ado and ado2pv tasks
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Demo Using a Test ADO

CSS Phoebus

Pet
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Using EPICS Services for ADOs

● Alarm properties are also mapped
from ADO to PV

● EPICS archiver service can handle 
 ADO parameters as PVs
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Bridge Using Intermediate Server

● Intermediate server to handle
 the bridge

● Subscribes to asynchronous
    callback for EPICS PV and/or 
    ADO parameters
● Update or set them on any callback
● Pros: Simplest implementation
● Cons: Maintaining additional server  

Bridge Using Client-side Implementation

● Make EPICS clients compatible
with ADO  communication protocol

●Cons: 
● Need to work with each client
● Maintaining separate forks for the 

clients

Led by Andrei Sukhanov
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Challenges and Current Status 

● Implementation for pulse-to-pulse modulation (PPM)

● Consistency for timestamp

● Addressing FEC-based ADO

● Data format for archived data

● EPICS directory service

● Scaling and stress testing
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Summary

● For the EIC, we are actively exploring various options for the ADO-EPICS bridge

● Accessing ADO using pvAccess seems to be more promising 

● We are working to incorporate other features

● Benchmarking of the ADO-EPICS bridge is in progress

● We would like to know the experience of other facilities for similar situations

                                                               Thanks to ….
Michael Davidsaver, Chanaka De Silva, James Jamilkowski, Seth 
Nemesure, John Morris, Jennefer Maldonado, Robert Olsen, 
Kunal Shroff and Andrei Sukhanov 
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                              Thank You!
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